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ISP network monitoring has unmet challenges

� Collecting statistics [1–3] on the routers themselves prevents to
match observations across vantage points

� Frameworks to get packet-level visibility [4–8] are incompatible
with ISP constraints:
1. No control over end hosts
2. Limited data-plane flexibility
3. Constrained monitoring bandwidth

Stroboscope achieves deterministic sampling

� Stroboscope iteratively collects and analyzes traffic slices
- Most vendors support mirroring and encapsulation
- Slices can be as small as 23ms on our routers (Cisco C7018)

� Operators specify what they want to observe
� Stroboscope decides where and when to mirror with provably

correct algorithms guaranteeing measurements’ accuracy
� Measurement analysis is decoupled from data collection

Stroboscope translates monitoring requirements to a schedule of mirroring rule activations
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MIRROR queries reconstruct the path followed by packets
- The Key-Points Sampling algorithm minimizes their mirroring
locations and guarantees non-ambiguous reconstructed paths

- The KPS algorithm takes ∼10ms on realistic inputs
CONFINE queries mirror any packet leaving a region

- The Surrounding algorithm minimizes their mirroring rules
by computing a—possibly minimal—multi-terminal node cut

- The Surrounding algorithm runs in ms on realistic inputs

Scheduling queries is done in three steps:
1. Stroboscope conservatively estimates traffic demands
2. To scale to large inputs, a minimal sub-schedule

is computed (variant of the bin-packing problem)
3. The budget usage is maximized by first replicating the

sub-schedule then packing as many queries as possible
Computing measurement campaigns can be efficiently
approximated in seconds on very large inputs (1000+ queries)

Traffic slices enable fine-grained measurements
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Packet matching across all traffic slices

Packet missing from a traffic slice

� The CONFINE query bounds the observation domain
� Packet Matches synchronize the traffic slices,

removing the requirement to synchronize clocks across routers
� Packets missing in all last hops of a path signal losses
� Packets missing only within a path signal load-balancing

Stroboscope provides strong budget guarantees

A

B

Destination

Source

Collector
0 1 10 12 20

Time [s]

1000
2000

5000

Tr
affi

c 
ra

te
 [K

b/
s]

real
mirrored

11.225 11.25

17

budget

� Stroboscope tracks budget usage for every query
� Queries are not activated if their budget is exhausted
� Routers autonomously deactivate mirroring rules using timers
� CONFINE queries are heavily rate-limited
� Stroboscope exceeds the budget for at most one timeslot
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